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Oral Sessions

(Bl p et

Wed. Dec. 18, 14:00 - 16:00 VP10 — Vo0 BT VY ac g

Venue Papers Title Session

H1 23, 85, 64, 78, 212 RFE IR Al

Image Processing 1
YV opile  olio

H2 74,67, 6,237,177,20 ORI A2

Computer Vision 1
\ .i & ‘

H3 71, 68, 31, 60, 168,169 JoSe 25z A3
Signal Processing 1

H4 207, 197, 172, 120, 99 EalS Shed A4
Speech Processing

Wed. Dec. 18, 16:20 - 18:20 YA =18 T YY acs ks

Venue Papers Title Session
H1 42,97, 194, 210, 215, Y pgad B3l

B1
230 Image Processing 2

Gyl oals
H2 91, 89, 73,75, 93 B2
Data Mining
H3 235,221, 196, 165, 179, L [EC SO B3
190 Signal Processing 2
SEFan (g
H4 182,217,181, 92,171 Artificial Intelligence B4
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Thu. Dec. 19, 8:00 - 10:00

\0:00 —_ OA:” 5)5.‘— YA W&

Venue Papers Title Session
H1 159, 100, 183, 193, 94 R OIS c1
Image Processing 3
Y oeole ol
H2 34,202, 95, 132, 127 B = Cc2
Computer Vision 2
S oluls
H3 47, 43, 44, 45, 53, 130 e C3
Pattern Recognition
3 Sol
ha 114, 188, 219, 133, Geof § S0k ca
234 Deep Learning

Thu. Dec. 19, 10:20 - 12:20

\Y:Yo —‘0:“0 ‘)5“— YA w&

Venue Papers Title Session
199, 148, 164, 135, F pgai ojlep
H1 i D1
129, 27 Image Processing 4
SIS0k 5 @glSesls
H2 112, 136, 184, 186, 86 o3l> D2
Data Mining &Data
Hiding
H3 223,178,166,117,26, | Siedsn slopimmw D3
187 Intelligent Systems
H4 121, 28, 14, 226, 69 D4
Soft Computing
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Session Al: Image Processing 1
Wednesday December 18, 14:00 - 16:00, Hall 1

Spatial-Spectral Feature Extraction of

Hyperspectral Images Using Attribute Profile

With Partial Reconstruction and 3-D Gabor Filter
23 Bank

Mohammad Dowlatshah, Hassan Ghassemian,

Maryam Imani

Inpainted Image Quality Evaluation Based on
Saliency Map Features

85 Dariush Amirkhani, Azam Bastanfard

improving anomaly detection using sparse
reresentation and gaussian filter in

64 hyperspectral
Marzieh babaie, Maryam Imani

Retinal Blood Vessel Segmentation Using Gabor
Filter and Morphological Reconstruction

78 Akram Isavand Rahmani, Hesam Akbari, Somayeh
Saraf Esmaili

Document Image Classification Using
212 SqueezeNet Convolutional Neural Network
Mohammad Hassanpour, Hamed Malek
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Session A2: Computer Vision 1
Wednesday December 18, 14:00 - 16:00, Hall 2

Ogue LS Calild uwbﬂ &l PCA ov9) 3™ eéb'yy
1055 By ey 3l eoliiwl b (o SWIT (oxbanw 525
74 b

Finger Knuckle Surface Print Verification using
Gabor Filter

67 Mahsa Arab, Saeid Rashidi

Extremity Extraction Based on Curvature with
Skeleton Filtering and the Ability of Recognizing

6 of Hidden Features Human Pose Representation
hossein khodarahmi, masoud baghelani

Mixture of Deep-based Representation and
Shallow Classifiers to Recognize Human
Activities

237 Ali Beikmohammadi, Karim Faez, Mohammad
Hosein Mahmoodian, Mohammad Hosein
Hamian

Medical Image Fusion Based Sparse

1
7 Decomposition and PDE of Images

¥
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Fahim Shabanzade, Hassan Ghassemian,
Mohammadmahdi Sayadi

Improvement of edge-tracking methods using
Genetic algorithm and Neural network

Sajjad ghazanfari shabankareh, saeid ghazanfari
shabankareh
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Session A3: Signal Processing 1
Wednesday December 18, 14:00 - 16:00, Hall 3

Digitally Tunable Voltage-Mode Universal Bi-
quad Filter Utilizing a Novel Class AB DDCC

71 Khalil Monfaredi, Hamed Shahbazi, Mousa
Yousefi

Estimation of Cuffless Systolic and Diastolic
68 Blood Pressure Using Pulse Transient Time
Mahtab Mehrabbeik, Saeid Rashidi

Bearing Fault Diagnosis in Induction Motors

Using Teager—Kaiser Energy Operator with
31 Processing Of Voltage Signals

Behnam Azizi, Fardin Dalvand, Satar Dalvand
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Session A4: Speech Processing
Wednesday December 18, 14:00 - 16:00, Hall 4

A Novel Phase-Domain Speech Watermarking
Method Using Perceptual Orthogonal Matching

207 Pursuit
Nasrin Montazeri, Neda Faraji, Mohammadreza

Hassannejad Bibalan

Speaker Recognition System Based on i-vector
Using t-SNE Visualization and Mean-shift

197 Algorithm
Kourosh kiani, Atefeh Baniasadi

Genetic Vector Quantization of Line Spectrum
172 Frequencies in Speech Coding
Zohre Sharifi
Compression of Speech Signals Using Kronecker
Enhanced Compressive Sensing Method
120 Sandeep Reddy Surakanti, Mohamad Emami,
Leila Zahedi

Speaker Diarization in Broadcast News Using
99 SubGlottal Resonances
Homa Afaghi Kadijani, arbod Razzazi
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Session B1: Image Processing 2
Wednesday December 18, 16:20 - 18:20, Hall 1

42

97

194

210

215

230

Super-resulotin of license-plates using frames
of low-resolution video

Komail Mehrgan, Ali Reza Ahmadifard, Hossein
Khosravi

ZIBA: A Novel Algorithm Based on Zero-Sum
Game For Document Image Binarization
Pouria Khanzadi, Mehrnoush Vaseghipanah,
Shirin Kordnoori, Hamidreza Mostafaei

Fluid segmentation in Neutrosophic domain
Elyas Rashno, Abdolreza, Sadegh Fadaei
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Session B2: Data Mining
Wednesday December 18, 16:20 - 18:20, Hall 2

Breast Cancer Classification Using AdaBoost-
Extreme Learning Machine

91 Mahboobe Sharifmoghadam, Hamid Jazayeriy

Intrusion Detection systems using Real-Valued
Negative Selection Algorithm with Optimized
Detectors

Fatemeh Selahshoor, Hamid Jazayeriy, Hesam
Omranpour

89

A hybrid click model for web search
73 Danial Bidekani Bakhtiarvand, Saeed Farzi

A method for automatic detection of acronyms
in texts and building a dataset for acronym

75 disambiguation
Hadi Veisi, Sasan Azimi, Reyhaneh Amouie

MCMF: Max-Criticality Max-Feasibility Method
for Cloud Task Scheduling

93 Rahele Kheirollahpour, Hamid Jazayeriy, Milad
Rabiei

AR
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Session B3: Signal Processing 2
Wednesday December 18, 16:20 - 18:20, Hall 3

A Novel Combination of Neural Networks and
FFT for Frequency Estimation of SAW
Resonators’ Responses

235
Mohammad Mahdi Jazini, Mohammad
Khoshakhlagh, Nasser Masoumi
EEG Cof oS5 JUiStmw 31 cluidl 55028 ol
221 ol 0l ¢ > gl izxo
—obey 3l ¢ (e S il Ghgy 99 (L)
196 30 (9395 (o) i Bub byl JUSKw (ils' 3

Olasedle
Kol aalls

Types of EMD Algorithms
165 Hessam Ahmadi, Ali Ekhlasi

Content-based Image Retrieval Using Color
Difference Histogram in Image Textures

179 Armin Ajam, Mohammad Mahdi AlyanNezhadi,
Hamed Qazanfari, Majid Forghani, Zahra Amiri

Content-based image retrieval speedup

190 Sadegh Fadaei, Abdolreza Rashno, Elyas Rashno
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Session B4: Artificial Intelligence
Wednesday December 18, 16:20 - 18:20, Hall 4

Image Foreground Extraction by ICA-PSO and
Hilbert-Schmidt Independence Criterion

182 Hossein Mahdian Toroghi, Mitra MirzaRezaee,
Babak Nadjar Aarabi, Rahil Mahdian Toroghi

Sy S b 81,5 o i Sl 6l @9 g 9y S
. ’.‘ﬁ )w| u.:a &c‘ﬁ‘ )5 ¥ “o
00l §lew Lo pele so2eali ol

217

A Disturbance Activation Approach to Collision
Avoidance Autonomous Driving

181 Hossein Barghi Jond, Jan Platos

DSCTS: Dynamic Stochastic cloud task
97 scheduling
Negar Chitgar, Hamid Jazayeriy, Milad Rabiei

Data-driven Modelling of Engineering Systems
with Small Data, a Comparative Study of
Artificial Intelligence Techniques

Mojtaba Ghodsi, Hamidreza Ziaiefar,
Mohammadreza Emadi, Issam Bahadur, Musaab
Zarog, Morteza Mohammadzaheri

171
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Session C1: Image Processing 3
Thursday December 19, 8:00 - 10:00, Hall 1

159

100

183

193

94

Possibilistic Art (PoArt), an Approach Based on
Mind Geometry for Digital Media
Mehdi Asasian

S HLS L bl g bl pglad b gjlelos
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Session C2: Computer Vision 2
Thursday December 19, 8:00 — 10:00, Hall 2

A Multi-View Human Action recognition System
in Limitted Data case using multi-stream CNN

34
Vahid Ashkani Chenarlogh, Farbod Razzazi

An Empirical Study on Position of the Batch

Normalization Layer in Convolutional Neural
202 Networks

Moein Hasani, Hasan Khotanlou

b g gly Gues SOl g (o 00l Gl

silhe pol (o) 49, syl Gl
Deep Vision for Navigation of Autonomous
Motorcycle in Urban and Semi-Urban
Environments
132

Mohammad Ali Mohammadkhani, Babak Majidi,
Mohammad Taghi Manzuri

Improving Tracking Soccer Players in Shaded
127 Playfield Video
Azam Bastanfard, Sajad Jafari, Dariush Amirkhani
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Session C3: Pattern Recognition
Thursday December 19, 8:00 - 10:00, Hall 3

47

43

44

45

53

130

Jow Sy jleolaiwl b (ow ) (ygio (gudy dwd Juw il
s pinr dabld o porils Lugo

An Intelligent and Flexible Solution for the
Balanced Spanning Tree Problem
Marzieh Hajizadeh Tahan, Mohammad
Ghasemzadeh
b sl 5l Sluidy lp ylo WT o 55Ul aruwgi
Silgo ldolas,
Sdigdd Ao “5;'/.&[44 oJL;/'

Ja.w,.uo L P)@‘ AL gox0 S l.5|)'.’ EFIM p.’i.l)’i" A g

Y 55,
L;,LEL.; JM :L;J[é:.[w od/)’i
A Supervised Nonlinear Spectral Unmixing

Method by Means of Neural Networks
Farshid Khajehrayeni, Hassan Ghassemian

Skin Disease Detection Using Improved Bag of
Features Algorithm

Ma. Christina Navarro, Davood Pour Yousefian
Barfeh
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Session C4: Deep Learning
Thursday December 19, 8:00 - 10:00, Hall 4
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133

234

PET Image Super Resolution Using Convolutional
Neural Networks

Farnaz Garehdaghi, Saeed Meshgini, Reza
Afrouzian, Ali Farzamnia

Patch and Pixel Based Brain Tumor
Segmentation in MRI images using
Convolutional Neural Networks
fatemeh derikvand, hassan khotanlou

Towards Automatic Prostate Gleason Grading
via Deep Convolutional Neural Networks

Ali Asghar Khani, Seyed Alireza Fatemi Jahromi,
Hatef Otroshi Shahreza, Hamid Behroozi,
Mahdieh Soleymani Baghshah

In-the-wild No-Reference Image Quality
Assessment using Deep Convolutional Neural
Networks
Hatef Otroshi Shahreza, Arash Amini, Hamid
Behroozi
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Session D1: Image Processing 4
Thursday December 19, 10:20 - 12:20, Hall 1

199
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129
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Feature Selection for Bleeding Detection in
Capsule Endoscopy Images using Genetic
Algorithm

Zahra Amiri, Hamid Hassanpour, Azeddine
beghdadi

No-Reference Video Quality Assessment using
Recurrent Neural Networks

Hatef Otroshi Shahreza, Arash Amini, Hamid
Behroozi

Zero-Shot Learning on Human-Object
Interaction Recognition in video
vali ollah maraghi, karim faez
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Pixel-Based Scene Analysis in Robot Vision
Davood Pour Yousefian Barfeh, Patrice Xandria
Mari Delos Reyes, Mohammad-Reza Mirzaee,
Hooman Esmailian Jessie Montalbo, Ricky
Bustamante
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Session D2: Data Mining & Data Hiding
Thursday December 19, 10:20 - 12:20, Hall 2
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Advanced Encryption Standard-Cipher
Blockchain Mode for File Cryptography Stint
Control

ethel Ramos, Davood Pour Yousefian Barfeh
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An Image Watermarking Algorithm for Medical
Computerized Tomography Images
Reza Akbari Movahed, Mohammad Reza
Rezaeian, Shirin Ghasemi
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Session D3: Intelligent Electrical System
Thursday December 19, 10:20 - 12:20, Hall 3

223

178

166

117

Electric Vehicles Driving Range and Energy
Consumption Investigation: A Comparative
Study of Machine Learning Techniques
Abdollah Amirkhani, Arman Haghanifar,
Mohammad R Mosavi

Application of loT in Smart Grid: Challenges and
Solutions

Zahra Davoody-Beni, Niloufar Sheini-Shahvnd,
Hossein Shahinzadeh, Majid Moazzami, Mahdi
Shaneh, Gevork B. Gharehpetian
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Optimization and Short-Term Forecasting of
Electricity Load Consumption Using Levenberg-
Marquardt Algorithm in Hormozgan Province,
Iran

razieh darshi, mohammad ali bahreini, saba
aleebrahim
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A Structured Gamification Approach for Improving
187 Children’s Performance in Online Learning Platforms
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Session D4: Soft Computing
Thursday December 19, 10:20 - 12:20, Hall 4

121

28

14

226

69

Drug-target interaction prediction using
Edge2vec Algorithm on the heterogeneous
network via SVM

Fatemeh Fattahi, Mohammad Saleh Refahi,
Behrouz Minaei-Bidgoli

A Novel Grey Wolf Optimizer for Solving
Optimization Problems

Amir Reza Khaghani, Mostafa Meshkat, Mohsen
Parhizgar

Automatic Clustering for Customer
Segmentation by Adaptive Differential Evolution
Algorithm

Omid Tarkhaneh, Jaber Karimpour, Samaneh
Mazaheri, Elyas Zamiri

Job-Shop Scheduling with Fuzzy Due Date by
Multi-Objective Particle Swarm Optimization
Majid Abdolrazzagh-Nezhad, Saeed Sarbishegi

A smart and innovative method for multiple
routing in wireless sensor network

Mehdi Golsorkhtabar amiri, Ahmad Majidnia,
Maedeh Farokhzad, Shima Davishzadeh nesheli
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Paper Code: 64

improving anomaly detection using sparse reresentation and
gaussian filter in hyperspectral

Marzieh babaie, Maryam Imani
marzie.babaee2@gmail.com

A sparse based anomaly detection method using a smoothing filter
is proposed for hyperspectral images in this paper. Sparse
representation increases the difference between anomalous
targets and background. Since the anomalies are rare and have
different spectrum compared to background, they are similar to
noisy pixels. The use of Gaussian smoothing filter before applying
sparse representation, removes the undesired noise. So, it
significantly decreases the false alarm rate. The experiments show
2.2% increase in detection accuracy compared to the Background
Joint Sparse Representation (BJSR) method.
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Paper Code: 73
A hybrid click model for web search

Danial Bidekani Bakhtiarvand, Saeed Farzi
danial.bidekani@email.kntu.ac.ir

Annually, web search engine providers spend more and more
money on documents ranking in search engines result pages
(SERP). Click models provide advantegeous information for ranking
documents in SERPs through modeling interactions among users
and search engines. Here, a hybrid click model is introduced by
combining a PGM-based and a neural network click model. Hybrid
click model tries to predict users&#039; clicks behavior on the
documets which are represented in SERPs. Indeed, a weighted k-
nearest neighbors has been employed to provide final decision
based on UBM and LSTM click models scores. The proposed
system is evaluated on the Yandex dataset as a standard click log
data set. The results demonstrate the superiority of our model
over the state-of-the-art click models in terms of perplexity.
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A Novel Grey Wolf Optimizer for Solving Optimization Problems

Amir Reza Khaghani, Mostafa Meshkat, Mohsen Parhizgar
khaghani.amirreza@gmail.com

As a well-known bio-inspired optimization algorithm, the gray wolf
optimizer mimics the social dominant hierarchy and social
interactions of gray wolves in nature. Inspired by this hierarchy,
this study attempted to present a novel gray wolf optimizer in
which the wolves are classified into four groups, namely alpha,
beta, delta, and omega. These classes may include male or female
wolves or both. The gender of wolves and their superior classes
determine the updating position of wolves in each class. After
allocating each wolf to one of the alpha, beta, and delta classes,
the position of the other wolves is updated with respect to these
classes. To evaluate the performance of the proposed method, a
set of benchmark functions were used. The results showed that
the proposed gray wolf optimizer outperforms the conventional
wolf optimizer in most cases.
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Estimation of Cuffless Systolic and Diastolic Blood Pressure Using
Pulse Transient Time

Mahtab Mehrabbeik, Saeid Rashidi
M.Mehrabbeik@aut.ac.ir

Blood Pressure is one of the most important parameters in clinical
monitoring. For many years, cuff-based sphygmomanometer and
arterial invasive line were the standard methods to access blood
pressure. Recently, noninvasive indirect methods for achieving
blood pressure have been studied. Using pulse transient time is
one of the most important methods in order to estimate blood
pressure. PTT is a feature that has a high correlation with systolic
and diastolic blood pressure. To find and estimate PTT, we need to
segment both electrocardiogram and photoplethysmogram
signals. In this paper, we proposed a new method to segment the
PPG signal to estimate PTT and heart rate. After estimating PTT
and heart rate by segmenting and processing ECG signals and PPG
signals, systolic pressure, diastolic pressure and mean arterial
pressure were estimated using linear regression. The error of
systolic pressure, diastolic pressure and mean arterial pressure
were 11.62%, 11.21%, and 10.02%, respectively.
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Paper Code: 42

Super-resulotin of license-plates using frames of low-resolution
video

Komail Mehrgan, Ali Reza Ahmadifard, Hossein Khosravi
Komail.mehrgan@shahroodut.ac.ir

In this paper, we consider the problem of multi-frame super-
resolution for license plate given low resolution frames. Optical
Character Recognition (OCR) systems may not work well when the
resolution of a license plate image is low. Using high-resolution
cameras is an expensive solution to this problem. However, super-
resolution methods can reconstruct a high-resolution image from
a set of low-resolution frames. In this paper, we propose a new
interpolation method that enhances the resolution of the license
plate by using frames video recorded from the car. The images
obtained by this method are suitable for a license plate
recognition system. As shown in this paper the recognition rate for
plate characters increase as the result of the proposed system.
The experimental result was provided using license plates whose
characters are not recognizable. Applying the proposed method
greatly improves the quality of the low resolution frames.
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An Intelligent and Flexible Solution for the Balanced Spanning
Tree Problem

Marzieh Hajizadeh Tahan, Mohammad Ghasemzadeh
mh.tahan@stu.yazd.ac.ir

Construction of Balanced Spanning Tree is one of the problems in
computer science with many applications such as in
communications and social networks. A balanced spanning tree is
obtained through a trade-off between finding the minimum
spanning tree and the shortest path tree in a graph. Already some
methods are presented for this problem; in this research work, we
discuss the advantages and shortcomings of each one and then we
present a new flexible intelligent method which is based on multi-
objective genetic programming.
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Content-based image retrieval speedup

Sadegh Fadaei, Abdolreza Rashno, Elyas Rashno
s.fadaei@yu.ac.ir

Content-based image retrieval (CBIR) is a task of retrieving images
from their contents. Since retrieval process is a time-consuming
task in large image datasets, acceleration methods can be very
useful. This paper presents a novel method to speed up CBIR
systems. In the proposed method, first Zernike moments are
extracted from query image and an interval is calculated for that
query. Images in dataset which are out of the interval are ignored
in retrieval process. Therefore, a dataset reduction occurs before
retrieval which leads to speed up. It is shown that in reduced
dataset, relevant images to query image are preserved and
irrelevant images are throwed away. Therefore, the proposed
method speed up CBIR and preserve its accuracy simultaneously.
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Deep Vision for Navigation of Autonomous Motorcycle in Urban
and Semi-Urban Environments

Mohammad Ali Mohammadkhani, Babak Majidi, Mohammad
Taghi Manzuri
ma.mohammadkhanil373@gmail.com

Deep neural networks are currently the best solution for road and
traffic scene interpretation for autonomous and self-driving
vehicles. Compared to the autonomous cars, motorcycles have
significant flexibility and advantages in crowded traffic situations
and especially in non-urban and off-road areas. Many off-road
tracks especially for agriculture and environment management
tasks are only traversable with motorcycles. In this paper, a deep
neural network is used for design and implementation of the
vision system for navigation of an autonomous motorcycle. The
proposed framework is evaluated using real world scenarios
captured by a real motorcycle in various complex situations. The
experimental results show that the proposed framework is
capable of highly accurate interpretation of various environments
for autonomous navigation of a motorcycle.
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Patch and Pixel Based Brain Tumor Segmentation in MRI images
using Convolutional Neural Networks

fatemeh derikvand, hassan khotanlou
f.derikvand@eng.basu.ac.ir

Diagnosing and identifying, as the early-step in the treatment of
brain tumors, are of practical importance. Tumors have different
shapes, sizes and contrast and appear in any area of the brain. The
most common type of tumors is gliomas, which is divided into two
categories: low grade glioma and high grade glioma. In this paper,
an automated brain tumor segmentation algorithm with a
combination of a cascade structure based on convolutional neural
network and convolutional neural network is presented. Batch
normalization, dropout and nonlinear activation are employed to
build architecture. The proposed method uses the BRATS2017
data set. The input images are first divided into patches and then
passed through the neural network. Finally, it assigns a label to the
central pixel of each patch. The proposed model is evaluated by
the standard Dice coefficient and the results are comparable with
the state of the art methods.
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Inpainted Image Quality Evaluation Based on Saliency Map
Features

Dariush Amirkhani, Azam Bastanfard
Dariushamirkhani@iribu.ac.ir

Digital image inpainting is one of the most important areas in
image processing science. Digital image inpainting is a set of
methods to inpaint or refill the damaged areas of the images.
Given the increasing use of image inpainting and the lack of a good
metric for evaluating image inpainting, there is a challenge in this
field. In this study an objective evaluation method for image
inpainting is developed. In the proposed method, first, 100 images
were inpainted using exemplar-based algorithm, then, the saliency
map and its complementary region in the original image are
obtained and based on saliency map features, a new objective
measure for evaluation of inpainted images is proposed. A term
called compensation have been taken into account. To assess the
performance of the proposed objective measure, inpainted images
are also evaluated using a subjective test. The experiments
demonstrate that the proposed objective measure correlates with
qualitative opinion in a human observer study. Finally, the
objective measure is compared against three other measures and
the results show that our proposed objective measure is better
than the others.
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Drug-target interaction prediction using Edge2vec Algorithm on
the heterogeneous network via SVM

Fatemeh Fattahi, Mohammad Saleh Refahi, Behrouz Minaei-
Bidgoli
fatemeh_fattahi@comp.iust.ac.ir

Drug-target protein interaction (DTI) prediction is considered as a
fundamental step in the process of drug discovery. The
experimental methods in this domain, despite having accurate and
beneficial results, are time-consuming. In the last few years, not
only have these computational methods been overcome to these
problems, but the results of them have been extremely efficient.
One type of these techniques is based on network prediction on
biomedical networks. Today, different network-based approaches
have been suggested for identifying relations between drugs and
targets which work on homogeneous networks well. But these
approaches do not consider edge semantics in the network. In this
paper, we employ the edge2vec algorithm for node embedding on
the heterogeneous network and then using the support vector
machine method to predict drug-target interactions. Our method
has obtained a significant accuracy than the existing methods.
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Electric Vehicles Driving Range and Energy Consumption
Investigation: A Comparative Study of Machine Learning
Techniques

Abdollah Amirkhani, Arman Haghanifar, Mohammad R Mosavi
amirkhani@iust.ac.ir

Electric vehicles are the next generation of cars which are
pollutant-free, resulting in the elimination of many environmental
and healthcare problems caused by fossil-fueled vehicles. On the
other hand, mass production and wide adoption of these vehicles
are facing significant barriers; long battery charging time and
limited trip distance per charge are the most important ones to
mention. Due to the development of fast DC chargers, the former
problem is resolved to a certain extent, while the latter is still a
topic of interest. In this article, using a publicly available dataset,
driving range estimation of a specific electric vehicle model is
scrutinized. At first, multiple regression models are trained based
on the features like the average speed, type of the route and
driving style; then the driving range prediction accuracy is
investigated. On the next step, sensitivity analysis is performed on
the energy consumption rate, and the results are discussed. At the
final phase, the effect of each feature on the energy consumption
rate is highlighted, and the deviation between experimental rates
and the factory-defined rates are explained in details.
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Optimization and Short-Term Forecasting of Electricity Load
Consumption Using Levenberg-Marquardt Algorithm in
Hormozgan Province, Iran

razieh darshi, mohammad ali bahreini, saba aleebrahim
raziehdarshi@yahoo.com

Electricity demand forecasting is a vital matter for saving energy
and preventing power blackout. If powerhouse produce electricity
more than need, the energy will be lost. Producing insufficient
electricity load cause power blackout. Therefore, generating
enough energy due to weather condition and consumption
pattern is serious affair. Despite of many current forecasting
methods, none can be generalized for all patterns of electricity
consumptions. Limitation and condition of each region are
different. Due to this, effective parameters for building a model
for forecasting the future electricity consumption for each area
are varied. Therefore, this paper presents a model for Electric
Power Load Forecasting in Hormozgan province, Iran and validate
it. This model is a short term electricity load forecasting by neural
network of two layers with 20 neurons. The mean absolute error
performance metric is used. Then by the Levenberg-Marquardt
algorithm, the network was trained. The performance of the
forecaster is also showed by MAE, MAPE and daily peak MAPE.
These values in the third training are 12.87MWh, 2.83% and
2.91%, respectively.
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Retinal Blood Vessel Segmentation Using Gabor Filter and
Morphological Reconstruction

Akram Isavand Rahmani, Hesam Akbari, Somayeh Saraf Esmaili
akram.rahmani67@gmail.com

Extraction of blood vessels in retinal images is helpful for
ophthalmologists to screen a large number of medical disorders.
The changes in the retinal vessels due to pathologies can be easily
identified by the retinal vessel segmentation. Therefore in this
paper, we propose an automatic method to extract the blood
vessels from various normal and abnormal retinal images. Our
proposed method uses the advantages of the optimal Gabor filter
and morphological reconstruction to employ robust performance
analysis to evaluate the accuracy and sensitivity. Moreover,
unsharp filter is used which sharpens the edges of the vessels
without increasing noise. Our proposed algorithm proves its better
performance by achieving the greatest accuracy, sensitivity, and
specificity for the DRIVE and the STARE databases respectively.
The results illustrate the superior performance of the proposed
algorithm when compared to other existing vessel segmentation
methods.
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Breast Cancer Classification Using AdaBoost-Extreme Learning
Machine

Mahboobe Sharifmoghadam, Hamid Jazayeriy
m.sharif@nit.ac.ir

Extreme learning machine (ELM) was proposed as a new learning
algorithm for single-hidden layer feed-forward neural network
(SLFN). To achieve good generalization performance, ELM
minimizes training error on the entire training data set, therefore
it might suffer from over fitting as the learning model will
approximate all training samples well. In this study, the AdaBoost
algorithm is applied as an ensemble method to enhance the
forecasting ability of the ELM network. When in conjunction with
ELM, AdaBoost improve the performance of the algorithm by
generating a sequence of ELM model on the Wisconsin Breast
Cancer data set where ensemble learning and cross-validation are
embedded into the training phase so as to alleviate the
overtraining problem and enhance the predictive stability due to
the random initiation of the weights and biases in ELM. The
combination of AdaBoost and ELM can take advantage of the fast
convergence speed of ELM. Proposed ELM AdaBoost algorithm
makes a change in AdaBoost algorithm. A threshold value is
defined for reweighting part of data that is misclassified. Based on
this threshold, a tuning parameter is used. This parameter is
calculated as inverse of number of hidden layer neurons in ELM.
The results of the study indicate that the best choice of number of
hidden neurons improves the prediction performance.
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Image Foreground Extraction by ICA-PSO and Hilbert-Schmidt
Independence Criterion

Hossein Mahdian Toroghi, Mitra MirzaRezaee, Babak Nadjar
Aarabi, Rahil Mahdian Toroghi
hmt21cen@gmail.com

Foreground extraction from an image, even by using the reference
background is still a challenging problem due to the temporal
variations that might occur for the test image, such as background
illumination changes and object movements. In this paper, a novel
structure has been presented to address this problem using a
modified version of ICA algorithm which leverages the Hilbert-
Schmidt Independence Criterion (HSIC) instead of the common
objective functions. Moreover, the unmixing matrix elements of
ICA are extracted through a Particle Swarm (PSO) evolutionary
algorithm in a much faster way. Furthermore, a post-processing
has been exploited through adding an Alpha-channel in order to
improve the quality of final extracted foreground image. The
experimental results clearly show the outperformance of the
proposed structure over the original works being cited among the
references, using WallFlower dataset.
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Mixture of Deep-based Representation and Shallow Classifiers to
Recognize Human Activities

Ali Beikmohammadi, Karim Faez, Mohammad Hosein
Mahmoodian, Mohammad Hosein Hamian
dr.abm@aut.ac.ir

Human action recognition is one of today&#039;s investigate
issues that has engaged many researchers due to its significant
and large applications. Newly, for the sake of the fame and success
of the utilization of deep learning-based approaches in diverse
fields such as machine vision, object-detection, and natural
language processing, investigators have traveled from
conventional hand-crafted techniques to deep learning methods.
In this investigation, a higher-performance method is proposed
using the transfer learning technique for recognizing human
action, where a pre-trained deep neural network model is first
used to extract features from the target dataset and then, the
softmax classifier is used to classify the actions. It can be noticed
that the transfer of learning from a huge dataset to the task of
action diagnosis with the limited dataset, is well done. The
suggested approach is evaluated on two datasets namely KTH and
UCF Sports action. Comparative study shows that the suggested
approach is superior to hand-crafted extraction-based techniques
and other deep learning-based techniques, in terms of accuracy.
Also, due to fewer parameters, it is possible to use this method for
applications of human action recognition in mobile.
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A Multi-View Human Action recognition System in Limitted Data
case using multi-stream CNN

Vahid Ashkani Chenarlogh, Farbod Razzazi
vahid.ashkani@srbiau.ac.ir

Najmeh Mohammadyahya Najmeh.mohammadyahya@srbiau.ac.ir

In recent years, Convolutional Neural Networks (CNNs) have been
extensively used for human action recognition. However, training
a convolutional neural network by limited data is a challenging
problem. In this paper, a multi-stream 3D-CNN structure is
proposed for multi-view human action recognition. In this model,
a four stream 3D-CNN with handcrafted features, containing
optical flow and gradients in horizontal and vertical directions, is
proposed as a solution to improve the recognition performance in
the case of limited data. This model combines multi-view four-
stream 3D-CNNs from different views. The proposed multi-stream
3D-CNN is applied to IXMAS and NIXMAS multi-view datasets. The
experiments illustrate superior results in comparison with state-of-
the-art methods. The results show 3.58% improvement in
comparison with single stream 3D-CNN architecture using raw
video data in IXMAS dataset. However, with more limitations in
number of training data in NIXMAS dataset, results show
remarkable improvement in comparison with single stream 3D-
CNN structure that is 12.6%.
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An Empirical Study on Position of the Batch Normalization Layer
in Convolutional Neural Networks

Moein Hasani, Hasan Khotanlou
Moeinhasani77@gmail.com

In this paper, we have studied how the training of the
convolutional neural networks (CNNs) can be affected by changing
the position of the batch normalization (BN) layer. Three different
convolutional neural networks have been chosen for our
experiments. These networks are AlexNet, VGG-16, and ResNet-
20. We show that the speed up in training provided by the BN
algorithm can be improved by using other positions for the BN
layer than the one suggested by its original paper. Also, we discuss
how the BN layer in a certain position can aid the training of one
network but not the other. Three different positions for the BN
layer have been studied in this research. These positions are; the
BN layer between the convolution layer and the non-linear
activation function, the BN layer after the non-linear activation
function and finally, the BN layer before each of the convolutional
layers.
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Types of EMD Algorithms

Hessam Ahmadi, Ali Ekhlasi
hessam.ahmadi@srbiau.ac.ir

In this paper, we present an algorithm based on the Empirical
Mode Decomposition (EMD) method and compare it with two
other existing EMD algorithms. EMD is a data- driven method that
used as a propelling tool for analyzing and decomposing non-
stationary and non-linear data without any previous assumption
like choosing mother function in Wavelet. EMD generates a finite
and often small number of Intrinsic Mode Functions (IMF). The
decomposition is based on the direct extraction of the energy-
related to various intrinsic time scales, an important parameter of
the system. We first introduce the EMD method and its
limitations, two existing EMD algorithms, and compare the two
algorithms. Then, an improved EMD algorithm is presented. The
three algorithms are tested on several time functions with
different frequency characteristics. Results show the proposed
algorithm provides no spurious IMF for these functions and is not
placed in an infinite loop. Finally, the three algorithms are applied
to analyze an ECG signal. Results reveal the presented algorithm is
an appropriate algorithm to be used for analyzing biological
signals.
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ZIBA: A Novel Algorithm Based on Zero-Sum Game For Document
Image Binarization

Pouria Khanzadi, Mehrnoush Vaseghipanah, Shirin Kordnoori,
Hamidreza Mostafaei
p.khanzadi@iau-tnb.ac.ir

In this paper, we proposed an algorithm based on game theory for
document image binarization. For designing the algorithm, we
formulate document image binarization using zero-sum game in
which foreground of the image with textual shapes and
background of the image are considered as two players. Then the
best distance between the players is calculated. Finally, a global
threshold is set for binarization of the image. The proposed
algorithm is called Zero-sum Image Binarization Algorithm (ZIBA).
The experimental results show that ZIBA has admissible precision

for document image binarization.
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Genetic Vector Quantization of Line Spectrum Frequencies in
Speech Coding

Zohre Sharifi
zsharifi@tvu.ac.ir

In this paper, we study the codebook generation of Line Spectrum
Frequencies (LSF) vector quantization and we consider vector
guantization of LSF in code excited linear predictive (CELP) speech
coder. A partition-based genetic algorithm (GA) is applied to
codebook design, which is referred to as genetic vector
quantization (GVQ) method in vector quantization. The
performance of ACELP using the codebook obtained by the
proposed algorithm is compared with that of the conjugate
structured CS-ACELP-based ITU-T G.729 coder.
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writer identification based on a combination of textural and
structural features

alireza naghsh, seyed hesamodin hashemi, fatemeh sadat beheshti
nejad, ghasem ganji zadeh
Naghsh.a@Pel.iaun.ac.ir

In this study, a text independent and offline approach is presented
for writer identification which use a combination of textural and
structural features to identify and verify the identity of the author
of provided script. Due to the fact that textural features are not
capable to extract structural features including spaces between
words or between the lines, as the purpose of this research, we
aim to introduce a new structural and textural features, and
combine these two features to increase the accuracy of the
system. Having extracted three type of structural features such as
the average distance between words, the average distance
between the lines and the joint distribution of the area and
orientation of closed circles, the proposed approach, use three
extended version of local binary pattern to extract the textures of
the text. Each handwritten document is represented by
combination of three different local binary patterns and finally the
composition of structural and textural features is used to classify
the document image by nearest neighbor classifier. We evaluated
our suggested method on two databases, one in Persian and the
other in English. The best performance was achieved by combining
textural and structural features.

q0



THE FIFTH IRANIAN CONFERENCE ON
SIGNAL PROCESSING AND
INTELEGENT SYSTEMS(ICSPIS 2019)

Paper Code: 89

Intrusion Detection systems using Real-Valued Negative
Selection Algorithm with Optimized Detectors

Fatemeh Selahshoor, Hamid Jazayeriy, Hesam Omranpour
Fatemeh.Salahshoor@stu.nit.ac.ir

Intrusion detection system (IDS) is one of the key security
mechanisms to preserve integrity against attacks in networks.
Immunity-base intrusion detection is a well-known approach to
develop IDS in WSN. The Negative Selection Algorithm (NSA) is one
of the immunity-base methods for classification of network
attacks. The selection of proper radius for self-samples is a
challenging problem in NSA. These radius are used for training and
constructing detectors. The incorrect selection of radius can cause
the problem of boundaries invasion and the overlap between the
samples, which increase the false detection rate. To solve this
problem, self-samples must be optimized before being used in
detection phase. In this paper, we propose a variable radius for
self-sampling based on affinity density to reduce the false
detection. The NSL-KDD data set is used to evaluate the proposed
method. The results indicate that the proposed method can
reduce the false detection rate and along with increasing true
positive rate.
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Medical Image Fusion Based Sparse Decomposition and PDE of
Images

Fahim Shabanzade, Hassan Ghassemian, Mohammadmahdi Sayadi
fahimshabanzad@modares.ac.ir

Medical image fusion is used for increasing the quality of
interpretation and diagnosis in medical applications. In this paper,
a new fusion technique is presented. The method is based on
Partial Differential Equation (PDE) and Sparse Decomposition (SD),
to fuse MRI and PET images. The source images decomposed into
low and high-frequency components and each component
segmented into some overlapped patches. In the first step, a set of
PDE filters is applied to the MRI image, which produces a multi-
scale representation of MRI image. The filters only differ in
smoothing characteristics, which are controlled by two distinct
parameters. In the second step, it learns the multiple primary
dictionaries by using the multi-scale representation of the MRI
image which owns the main features of the image. Finally, it forms
the dictionary from these primary dictionaries which obtained
from the previous step and use it for high-frequency patch
estimation. For low-frequency patches, we use a weighted
averaging approach. The experimental results demonstrate the
priority of the proposed method, in terms of both visual quality
and quantitatively assessment.
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Bearing Fault Diagnosis in Induction Motors Using Teager—Kaiser
Energy Operator with Processing Of Voltage Signals

Behnam Azizi, Fardin Dalvand, Satar Dalvand
behface.1371@yahoo.com

Notwithstanding the indisputable advances in bearing fault
diagnosis based on different quantities, there are still some open
questions in the topic. This paper introduces the sum of motor
phase-to-neutral voltages for this purpose. To extract the fault
signatures from the proposed signal, Teager—Kaiser energy
operator is used in this paper. Simulation results show the ability
of the proposed method in extracting fault signatures from the
sum of motor phase-to-neutral voltages affected by bearing
defects. Experimental results for outer raceway bearing defects
approve the merits and effectiveness of the proposed method. In
addition, it is experimentally shown that the proposed method is
superior to Teager—Kaiser energy operator on motor current
signal.
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A method for automatic detection of acronyms in texts and
building a dataset for acronym disambiguation

Hadi Veisi, Sasan Azimi, Reyhaneh Amouie
h.veisi@ut.ac.ir

Nowadays, there is an increasing tendency for using acronyms in
technical texts, which has led to ambiguous acronyms with
different possible expansions. Diversity of expansions of a single
acronym makes recognizing its expansion a challenging task.
Replacing acronyms with incorrect expansions will lead to
problems in text mining procedures, namely text normalization,
summarization, machine translation, and tech-mining. Tech-
mining involves exploring and analyzing technical texts to
recognize the relations between technologies. This paper is aimed
at proposing a method for building a dataset that meets the
requirements for training acronym disambiguation models in
technical texts. In this paper, challenges in automatic acronym
disambiguation are presented. We have proposed a method for
building the dataset and the accuracy of the acronym
disambiguation model is 86%.
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Automatic Clustering for Customer Segmentation by Adaptive
Differential Evolution Algorithm

Omid Tarkhaneh, Jaber Karimpour, Samaneh Mazaheri, Elyas
Zamiri
tarkhanehomid@gmail.com

One of the main issues in cluster analysis is to determine the
correct number of clusters in the real-world applications. This
study suggests an adaptive Differential Evolution (DE) algorithm to
perform the automatic clustering and determine the number of
clusters automatically. The proposed approach is denoted as
Adaptive Differential Evolution (ADE) utilizes adaptive approaches
to fine-tune the standard DE algorithm’s key parameters and uses
new mutation approaches to keep a balance between the
exploration and exploitation in the algorithm. The proposed
algorithm is used for several benchmark datasets and applied to
customer segmentation as a case study. After performing the
customer segmentation, different clusters are obtained which will
determined different groups of customers. In order to test the
efficiency of the proposed approach, the Wilcoxon Rank sum test
has been used. After conducting the experiments, the proposed
algorithm revealed a superior efficiency in comparison with the
employed algorithms.
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A smart and innovative method for multiple routing in wireless
sensor network

Mehdi Golsorkhtabar amiri, Ahmad Majidnia, Maedeh Farokhzad,
Shima Davishzadeh nesheli
Golesorkh@baboliau.ac.ir

One of the major challenges in wireless sensor networks is energy
restriction in these networks and one of the most important ways
to reduce energy consumption in these networks is clustering. One
of the areas where optimization can be done is clustering based on
energy-aware routing, which is done by taking into account factors
such as scalability and accessibility. An efficient way to improve
the throughput and maintain network coverage is presented. The
nodes are then randomly scattered in specified space and then
clusters are constituted. Following that a multi-channel and multi-
routed method based on Swarm Intelligence algorithm was used.
The proposed method in comparison with the previous ones has
been able to show a good improvement in performance indicators.
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DSCTS: Dynamic Stochastic cloud task scheduling

Negar Chitgar, Hamid Jazayeriy, Milad Rabiei
nchitgar@ustmb.ac.ir

One of the significant challenges in the field of cloud computing is
resource management and proper mapping of user requests to
resources. Inadequate management and mapping of requests to
resources can lead to the unbalanced distribution of workload
among cloud resources and ultimately reduce the efficiency of
cloud systems. Because of this, a proper way of mapping or
scheduling workloads between cloud resources is needed to
respond to requests in the best possible way. In the last few years,
several methods have been proposed to solve this problem, but
the results indicate that there is still a need to improve workload
balancing in cloud systems. In this paper, a dynamic stochastic
cloud task scheduling (DSCTS) method is proposed to distribute
the workload based on two components of the best mapping and
equitable load distribution among virtual machines. This method
selects the base task first. Then the machines that can do it are
selected. Then, based on probability theory, a suitable virtual
machine will be selected. Then the similarity of other virtual
machines with this machine is calculated. Finally, more similar
machines are chosen for processing tasks. The results show that
the presented method in this paper improves the utilization of the
cloud systems by equating the distribution of workload among the
cloud resources.
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A Structured Gamification Approach for Improving Children’s
Performance in Online Learning Platforms

Yazdan Takbiri, Amineh Amini, Azam Bastanfard
yaztak@gmail.com

Online learning platforms are growing and gaining attention each
day. With the advancement of technology, children today do not
adapt well with traditional classrooms and learning procedures.
The goal of educational systems is to increase the efficiency and
performance level of students. This requires new interactive ways
to engage and motivate them, especially for younger students.
Gamification methods can solve this issue by providing an
attractive environment for children to learn, experiment, and
enjoy at the same time. In this research, an online learning
platform concerning gamification methods and its psychological
aspects is proposed. The platform has a number of mostly used
gamification methods implemented at its core and aims to deliver
a fully gamified experience for young students. It is expected to
observe an increase in user activity and students’ performance
using this platform.
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Fluid segmentation in Neutrosophic domain

Elyas Rashno, Abdolreza, Sadegh Fadaei
elyas.rashno@gmail.com

Optical coherence tomography (OCT) as retina imaging technology
is currently used by ophthalmologist as a non-invasive and non-
contact method for diagnosis of agerelated degeneration (AMD)
and diabetic macular edema (DME) diseases. Fluid regions in OCT
images reveal the main signs of AMD and DME. In this paper, an
efficient and fast clustering in neutrosophic (NS) domain referred
as neutrosophic C-means is adapted for fluid segmentation. For
this task, a NCM cost function in NS domain is adapted for fluid
segmentation and then optimized by gradient descend methods
which leads to binary segmentation of OCT Bscans to fluid and
tissue regions. The proposed method is evaluated in OCT datasets
of subjects with DME abnormalities. Results showed that the
proposed method outperforms existing fluid segmentation
methods by 6% in dice coefficient and sensitivity criteria.




7 ol
\nA,U,Trmrvul/U;’,’Jt//f s I
. ; A

Paper Code: 114

PET Image Super Resolution Using Convolutional Neural
Networks

Farnaz Garehdaghi, Saeed Meshgini, Reza Afrouzian, Ali Farzamnia
f.gharedaghi96@ms.tabrizu.ac.ir

Position Emission Tomography (PET) is a nuclear medical imaging
technology which can make 3D images of tissue metabolic act, in
which high dose of tracer is needed to obtain a high quality PET
image causing the risk of radiation exposure damage. Due to the
limitations of using high dose tracer and limitations of physical
imaging systems, it is not easy to get an image in desired
resolution. Simplest approach to generate a high resolution image
is by post processing. Single Image Super Resolution (SISR) which
recovers a high resolution image from a low resolution input is
used here as a post processing procedure. We propose a
convolutional neural network trained on PET images which can
estimate a high resolution PET image from its input low resolution

image.
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Towards Automatic Prostate Gleason Grading via Deep
Convolutional Neural Networks

Ali Asghar Khani, Seyed Alireza Fatemi Jahromi, Hatef Otroshi
Shahreza, Hamid Behroozi, Mahdieh Soleymani Baghshah
alikhani@ce.sharif.edu

Prostate Cancer has become one of the deadliest cancers among
males in many nations. Pathologists use various approaches for
the detection and the staging of prostate cancer. Microscopic
inspection of biopsy tissues is the most accurate approach among
them. The Gleason grading system is used to evaluate the stage of
Prostate Cancer using prostate biopsy samples. The task of
assigning a grade to each region in a tissue is a time-consuming
task. Furthermore, this task often has several challenges since it
has considerable inter-observer variability even among expert
pathologists. In this paper, we propose an automatic method for
this task using a deep learning-based approach. For this purpose,
we use the DeeplabV3+ model with MobileNetV2 backbone and
train it with the newly released dataset from Gleason 2019
challenge. Our model achieves the mean Cohen's quadratic kappa
score of 0.56 with the pathologists' annotations on the test subset
which is higher than the inter-pathologists' score (0.55).
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Speaker Diarization in Broadcast News Using SubGlottal
Resonances

Homa Afaghi Kadijani, arbod Razzazi
Homa.Afaghi@srbiau.ac.ir

Recently by the increasing use of digital media especially
multimedia archives, researchers have been looking for safe
reliable and easy to use methods by means of these Medias. There
have been different methods developed in which among them
speaker diarization can be pinpointed. In the latter method, vocal
tract is one of the features which has been taken into account.
Since the structure of larynx changes rapidly during a talk or
conversation, more stable features can be used for speaker
identification purposes. In this paper we tried to use lower parts of
larynx known as SGR (SubGlottal Resonance), as features in the
segmentation stage of speaker diarization. After simulations and
analysing the results segmentation and diarization phases, the
proposed method has given 63 percent of accuracy in the first
phase and 91.67 percent in the second phase.
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Zero-Shot Learning on Human-Object Interaction Recognition in
video

vali ollah maraghi, karim faez
maraghi.vali@aut.ac.ir

Recognition of human activities is an essential field in computer
vision. Much of human activities consist of human-object
interaction (HOI). A lot of successful works has done on HOI
recognition and achieved acceptable results, but they are fully
supervised and need to training labeled data for all HOIs. The
space of possible human-object interactions is huge, and listing
and providing training data for all categories is costly and
impractical. We tackle this problem by proposing an approach for
scaling human-object interaction recognition in video data through
the zero-shot learning technique. Our method recognizes a verb
and an object from video and makes an HOI class. Recognition of
the verbs and objects instead of HOIs allows the identification of a
new combination of verb an object as a new HOI class that not
seen by the recognizer model. We introduce a neural network
architecture that can understand video data. The proposed model
learns verbs and objects from available training data at the
training phase, and at test time can detect the pairs of verb and
object in a video, and so identify the HOI class. We evaluated our
model by recently introduced charades dataset which has lots of
HOI categories in videos. We show that our model can detect
unseen HOI classes in addition to the acceptable recognition of
seen types. And so more significant number categories are
identifiable than the number of training classes.
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Extremity Extraction Based on Curvature with Skeleton Filtering
and the Ability of Recognizing of Hidden Features Human Pose
Representation

hossein khodarahmi, masoud baghelani
h_khodarahmy@yahoo.com

Silhouette border’s extremities can be considered as describing
features for human postures. Using of extremities for posture
representation, and hence action recognition, is a simple and time
efficient method that can also reduce the detection error rate. But
unfortunately, popular extremity extraction methods e.g. star
skeleton methods, encountered with enormous faults. This paper
proposes a new method for extremity extraction with minimum
error rate. First of all, curvature is introduced as a feature that can
be used for extraction of candidate extremities. Since, the
curvature is a boundary feature, it is insensitive to posture
situations. Two filtering steps are then applied for minimizing
wrong features. Since some of features may be blocked by
occlusion a prediction step based on previous frames is employed.
Pose representation is then carried out using a multi layer
perceptron neural network. Promising achieved result verified the
effectiveness of the proposed method. Experimental results
demonstrate the privileged performance of the proposed
algorithm to extract the extremities and so the human posture
against the best reported works
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Spatial-Spectral Feature Extraction of Hyperspectral Images
Using Attribute Profile With Partial Reconstruction and 3-D
Gabor Filter Bank

Mohammad Dowlatshah, Hassan Ghassemian, Maryam Imani
m.dowlatshah@modares.ac.ir

Simultaneously spatial-spectral feature extraction is preferred for
classification of remotely sensed images. In this paper, attribute
filters with partial reconstruction are applied for extraction of
spatial characteristics of hyperspectral images. In addition, the 3-D
Gabor filter bank is used for simultaneously extraction of spatial-
spectral features. For implementation of attribute profiles with
partial reconstruction, the first 3 principal components of data and
3 types of attributes (area, inertia, and standard deviation) are
used for spatial features extraction. For extraction of of 3-D Gabor
features, firstly the 3-D Gabor filter bank is applied to the data.
Then, the spatial and spectral properties of the first 20 principal
components output are computed for classification. In the
proposed method, the principal component analysis transform is
used for dimensionality reduction and avoiding the complexity of
the calculations. The support vector machine is used as classifier
where its input is the spectral-spatial features extracted by
attribute filters with partial reconstruction and 3-D Gabor filters.
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Improving Tracking Soccer Players in Shaded Playfield Video

Azam Bastanfard, Sajad Jafari, Dariush Amirkhani
Bastanfard @kiau.ac.ir

Soccer is the most popular sport in the world and the information
extracted from this game has many uses. It can be used to extract
players &#039;paths, recognize the performance, and evaluate the
players&#039; statistics, evaluate the referee&#039;s decision,
and so on. One of the main steps in analyzing soccer video is
tracking players that seeks to locate players when playing video.
Player tracking involves various processes, such as playfield
detection, player detection, tracking of players, apparent modeling
of players, and identification of players overlapping. One of the
challenges in this field is the tracing of players in the shaded play
field, which challenges the tracking of players due to light changes
in the field. In this paper, using the proposed algorithm to identify
and Tracking players in television shows with two shaded playfield
and sun shades. The proposed method is identified the playfield
by using the saliency map algorithm and shadow elimination,
which will minimize the noise from the stadium area. Then by
using the features of the color, brightness and edge we will
recoghize the players. Using the combination of Top-hat
transformation and the morphological operation the lines of the
playfield is detected. Finally, by using the results of the detection
step we will track players. The tracker used in this study is an
improved particle filter that uses a combination of color and edge
features. The results of the proposed method demonstrate that
the detection of play field has 93% accuracy. Also the proposed
method tracks the detected players with 90% precision. Therefore
tracking accuracy shows that light variations have very little effect
on it.
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A Supervised Nonlinear Spectral Unmixing Method by Means of
Neural Networks

Farshid Khajehrayeni, Hassan Ghassemian
f.khajehrayeni@modares.ac.ir

Spectral unmixing (SU) technique is a conventional approach
aiming at tackling the mixed pixel issue in hyperspectral imagery.
In this study, we investigate the application of the convolutional
networks (ConvNets) in SU. In fact, we propose two ConvNets,
namely 1-D and 3-D in order to employ spectral and spectral-
spatial information of the hyperspectral images, respectively. The
proposed configurations are adapted by the VGG-Net that showed
increasing depth with very small convolution filters (3x3) results in
a substantial improvement. More importantly, rather than using
the common mean squared error as the objective function,
spectral information divergence is employed. Also, other network
parameters, such as the number of kernels and kernel sizes are set
according to the best findings in state-of-the-art methods in order
to validate the network architecture. To demonstrate the
superiority of the proposed ConvNets, some experiments are
carried out on two well-known real hyperspectral data sets,
namely Samson and Jasper Ridge, and the results are compared
with some celebrated HSU approach in the literature. Moreover,
the visual and quantitative assessments of the presented
ConvNets display the necessity of incorporating spatial and
spectral information in HSU.
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MCMF: Max-Criticality Max-Feasibility Method for Cloud Task
Scheduling

Rahele Kheirollahpour, Hamid Jazayeriy, Milad Rabiei
Kh.rahele@ustmb.ac.ir

Task scheduling is one of the key challenges in cloud computing
and deadline is one of the most important criteria for prioritizing
tasks when scheduling on resources, which provides useful
information for the scheduler about the priority of tasks. This
paper presents a method called MCMF for scheduling tasks based
on priority in the cloud environment. In addition to scheduling
deadline-sensitive tasks, the MCMF also attempts to balance the
load of virtual machines at the time of allocation. The proposed
method is simulated in CloudSim toolkit, and the simulation
results show that the reject rate and the system throughput were
improved. Also, makespan and resource utilization have been
improved with regard to the prioritization technique of virtual
machines in the proposed method compared to the recent
studies.
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Compression of Speech Signals Using Kronecker Enhanced
Compressive Sensing Method

Sandeep Reddy Surakanti, Mohamad Emami, Leila Zahedi
surakanti@mail.usf.edu

The advancement of cellular and internet technologies demands
more efficient ways of speech compression. The characteristics of
speech allows it to be compressed at a higher rate than an
unknown audio signal. The speech signal starts by the deflation of
the lungs which vibrates the vocal cords. The vibrating air then
passes through the Pharyngeal cavity into the nasal and oral
cavity. At each step the signal is distorted and shaped into the final
signal that is recognized as speech. The semi-periodic nature of
speech guarantees a sparse representation of the signal. CS
depends on the sparsity of the signal to perform compression. The
compression phase of this method is relatively fast making it
applicable in many fields. Enhancing this method with Kronecker
technique improves the accuracy even further. The goal of this
study is to apply one of the novel CS methods for compression of
clean speech signals and compare the results with the Kronecker
enhanced version.
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Content-based Image Retrieval Using Color Difference Histogram
in Image Textures

Armin Ajam, Mohammad Mahdi AlyanNezhadi, Hamed Qazanfari,
Majid Forghani, Zahra Amiri
arminajam71@gmail.com

The aim of content-based image retrieval system is finding similar
images to the query image from a database based on its visual
content. In this paper, a novel retrieval system based on human
vision is proposed. A factor that has a high impact on the search
process is a set of features which are used in. The recent studies
emerged that the human eye system considers the image content,
texture, and color properties more than other features. Therefore,
to retrieve more precisely the images, features should be used
that are close to the human eye system. In the current paper, at
first, the texture is extracted from the images using the local
binary patterns algorithm. After that, the color differences of two
adjacent pixels with the same texture are calculated in the HSV
color space. Afterward, the histogram is taken from the color
difference values. The obtained features from the histogram can
describe the visual content of the images in more detail. Finally,
the effective features are selected based on their entropy value.
The prominent advantage of the proposed method is the lack of
implementation of segmentation, clustering, training, and any
other method of machine learning, which requires a lot of
processing and time. The method is evaluated on two standard
Corel 10K and Corel 5K databases, and its retrieval rate is
significantly improved compared to some recent methods.

VYo



THE FIFTH IRANIAN CONFERENCE ON —
SIGNAL PROCESSING AND %
INTELEGENT SYSTEMS(ICSPIS 2019) P

Paper Code: 226

Job-Shop Scheduling with Fuzzy Due Date by Multi-Objective
Particle Swarm Optimization

Majid Abdolrazzagh-Nezhad, Saeed Sarbishegi
abdolrazzagh@buqgaen.ac.ir

The Fuzzy Job-Shop Scheduling Problems (FJJSP) are NP-hard and
several meta-heuristic optimization algorithms were considered to
solve them. Since there are human errors and the possibility of
system failure, the due date of each job cannot be crisp. So, the
FISSP with fuzzy due date created to consider the real-world
realities. In this paper, two objects such as minimizing the
maximum of the makespan and maximizing the minimum of the
satisfaction degree are considered to solve the FJSSP with fuzzy
due date. To achieve to this aim, a modified draft of multi-
objective particle swarm optimization (MOPSQ) are designed to
obtain the optimal Pareto solutions. A technical preprocessing and
dynamic management repository of non-dominated solutions are
proposed to enhance the MOPSO. The comparison of the
experimental results, based on a set of benchmark datasets, with
the results of the non-dominated sorting genetic algorithm (NSGA-
Il) proves the advantages.
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An Image Watermarking Algorithm for Medical Computerized
Tomography Images

Reza Akbari Movahed, Mohammad Reza Rezaeian, Shirin Ghasemi
r.akbarimovahed@modares.ac.ir

The increasing number of medical images and the need to share
them among different treatment clinical centers lead to the
widespread importance of medical image watermarking. However,
it should maintain the quality of the image and extract the patient
information from the encoded image properly. In this paper, an
image watermarking algorithm for medical computerized
tomography (CT) images is proposed, which consists of a
combination of discrete wavelet transform (DWT) and singular
value decomposition (SVD) methods. The proposed scheme is
validated using CT images from different human organs that are
collected from a clinical imaging center. To evaluate the invisibility
of the watermarked image, the mean square error (MSE), peak
signal-to-noise ratio (PSNR), and structural similarity index (SSIM)
metrics are computed. Also, the correlation coefficient (CRC) and
the similarity measure (SIM) are utilized to assess the robustness
of the proposed method for the extraction of the patient
information from the watermarked image. The experimental
results show that the proposed approach can achieve acceptable
performance for encoding and decoding watermarking CT medical
images.
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Digitally Tunable Voltage-Mode Universal Bi-quad Filter Utilizing
a Novel Class AB DDCC

Khalil Monfaredi, Hamed Shahbazi, Mousa Yousefi
khmonfaredi@azaruniv.ac.ir

The main motivations and objectives of this paper are to optimally
tune central frequency, minimize power consumption and
enhance dynamic range by means of a novel class AB differential
difference current conveyor (DDCC) structure. The proposed class
AB based DDCC structure has the capability to realize four
standard filter responses consisting band pass, low pass, high pass
and band-reject. Actually, utilization of capacitor banks and digital
switch in the proposed circuit on the basis of MOS transistor
technology creates the ability to tune pole frequency of the circuit
in comparison with conventional capacitors. With respect to
obtained results, the maximum power consumption and total
harmonic distortion are approximately 570 pW and 4 % for
multifunction filter, respectively. Post-layout simulations for class
AB based DDCC structure has been carried out in Cadence using
TSMC 180nm CMOS process. Additionally, implementing capacitor
bank using MOS transistors makes filter appropriate for integrated
circuits. Also, filter can be implemented with minimum sensitivity
to active and passive elements.
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Finger Knuckle Surface Print Verification using Gabor Filter

Mahsa Arab, Saeid Rashidi
Mahsa.Arab@aut.ac.com

The need for reliable user verification methods has increased due
to severe security concerns. Hand-based biometrics plays an
important role in providing security in real-time environments and
are more successful in speed and accuracy. Finger knuckle images
can also be used in forensic and criminal verification applications.
This paper investigates an approach for personal verification using
finger knuckle surface images. In this paper, after applying the pre-
processing and noise reduction of finger knuckle images, by using
Gabor filter extracting textural features from both proximal and
distal phalanx knuckle regions. The textural features obtained
from the Gabor filter are combined with the features of the gray-
level co-occurrence matrix and finally classified by using K-nearest
neighbor classifier and fuzzy K-nearest neighbor classifier. In the
finger knuckle images database of 1435 Finger Knuckle print
samples from 287 Fingers, we achieved an accuracy of 97.7% with
fuzzy K-nearest neighbor classifier.
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Application of IoT in Smart Grid: Challenges and Solutions

Zahra Davoody-Beni, Niloufar Sheini-Shahvnd, Hossein
Shahinzadeh, Majid Moazzami, Mahdi Shaneh, Gevork B.
Gharehpetian
z.davoody@sel.iaun.ac.ir

The prevailing development in energy grids and emersion of new
energy players along with the advent of the Internet of Things
(loT) lead available energy systems (e.g., smart electricity grid)
toward “energy internet” concept. The expansion of an electrical
power grid, because of its unique features, has caused this system
to be converted to the central core of the energy ecosystem over
the past decades. This process has also been preserved in the loT
in such a way that the presence of this technology increases the
ability of evolutionary development in the power industry. loT
applications in smart grid (loT-SG) have lots of advantages such as
expenditure reduction, save of time, and smartness of grid
equipment. Nevertheless, the disadvantages pertaining to 1oT-SG
should not be neglected. For instance, one of the most significant
drawbacks and ahead challenges of 10T-SG is security and big data
issues. In 10T-SG, each connected device can be a probable port to
the loT’s infrastructure with personal data. Concerns about
security and data privacy are indispensable, but with the entrance
of complexity, safety weaknesses, and probable vulnerabilities, in
cases such as interoperability and autonomous decision-making,
possible risks of 1oT have reached new levels. This paper mostly
focuses on the |oT-SG investigations, advantages and ahead
challenges, plus effective solutions to these challenges are being
discussed. Furthermore, according to some key challenges such as
safety and big data, general conclusions for confronting and
dealing with these challenges have been made.
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Speaker Recognition System Based on i-vector Using t-SNE
Visualization and Mean-shift Algorithm

Kourosh kiani, Atefeh Baniasadi
kourosh.kiani@semnan.ac.ir

The process of manually labeling data is not affordable. Moreover,
the lack of labeled data has led to the big performance gap
between scoring baseline techniques in speaker recognition. This
paper aims to propose two separate systems to fill this gap. The
first system uses the t-Distributed Stochastic Neighbor Embedding
(t-SNE) algorithm to represent the unlabeled development i-
vectors into two space dimensions, then cluster them using the
mean-shift algorithm. Finally, the Within-Class Covariance
Normalization (WCCN) algorithm and test normalization technique
are applied to remove unwanted variability from i-vectors. In the
second system, zero normalization is only employed on the
baseline system released by the NIST 2014 i-vector challenge
dataset. The cosine similarity has been computed for scoring in the
proposed methods. The evaluation results on the NIST 2014 i-
vector challenge dataset show that the proposed methods achieve
24% and 10% relative improvement of minimum detection cost
function (minDCF) respectively. Moreover, we obtained 0.27%
improvement by fusing these systems.
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No-Reference Video Quality Assessment using Recurrent Neural
Networks

Hatef Otroshi Shahreza, Arash Amini, Hamid Behroozi
h.otroshi@gmail.com

The quality assessment is a vital routine in video-related industries
such as broadcast service providers. Due to the duration and the
excessive number of the video files, case by case assessment of
the files by operators is no longer feasible. Therefore, a computer-
based video quality assessment mechanism is the only solution.
While it is common to measure the quality of a video file at the
compression stage by comparing it against the raw data, at later
stages no reference video is available for comparison. Therefore, a
no-reference (Blind) video quality assessment (NR-VQA) technique
is essential. The common NRVQA methods learn a quality metric
based on a number of features extracted from video frames or
series of adjacent frames. In the training stage, the features are
usually required all at once and the outcome is mainly insensitive
to the frame order. For instance, most methods return the same
quality score if the video is played in the reverse time order. In this
work, we propose an in-the-wild NR-VQA method based on
recurrent neural networks (RNN), which takes the frame order into
account. Indeed, the RNN is responsible to combine frame-level
features by preserving their order so as to form a single video
quality metric. As the RNN receives the frame-level statistical
features in a sequential manner, the method is also oblivious to
the frame size and video length (duration). The experiments show
comparable or better performance with previous methods on
KonVid-1k dataset.
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A Novel Combination of Neural Networks and FFT for Frequency
Estimation of SAW Resonators’ Responses

Mohammad Mahdi Jazini, Mohammad Khoshakhlagh, Nasser
Masoumi
mm.jazini@ut.ac.ir

The surface acoustic wave (SAW) resonator sensor transmits its
damped resonant responses to the reader (interrogation unit). The
interrogation unit has the responsibility of detecting this resonant
frequency in a short time in order to find the amount of the
measurand. The more accurately the frequency is estimated, the
higher resolution the measurement can possess. The Discrete
Fourier Transform (DFT) can demonstrate the resonant frequency
where power of the response signal is the maximum. By
employing approximations such as zero padding, parabolic
approximation, and rectangular windowing, the accuracy of the
DFT can increase well. However, the DFT and its approximations
can be affected by noise of the channel and the high frequency
blocks of the reader in a sensitive manner. This paper presents a
noise-resistant frequency estimation method based on neural
networks in order to achieve a high accuracy in harsh
environments or for the long channels. Measurement results of an
experimental setup are presented and frequency detection
methods are implemented on a microcontroller to validate its
efficiency and reliability.
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A Novel Phase-Domain Speech Watermarking Method Using
Perceptual Orthogonal Matching Pursuit

Nasrin Montazeri, Neda Faraji, Mohammadreza Hassannejad
Bibalan
n_seemorgh@yahoo.com

This paper proposes a new blind method for speech watermarking
utilizing the perceptual orthogonal matching pursuit (POMP). The
employed POMP algorithm, which has been recently introduced to
achieve a high-quality sparse representation of speech signals, is
combined into a watermarking method in this work. The proposed
watermarking approach is carried out as the following. First, an
orthogonal dictionary is constituted of gammatone basis functions
to be used in the POMP method. Thereafter, the POMP algorithm
is executed on short-time speech frames to find the most relevant
gammatone kernels and the corresponding coefficients. Finally,
the watermark bitstream is embedded into the phase of extracted
coefficients and the reconstruction step is performed. By utilizing
POMP representation with an orthogonal gammatone dictionary,
a high secure speech watermarking scheme has been attained
with a high capacity and an adequate robustness against various
types of attacks.
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Possibilistic Art (PoArt), an Approach Based on Mind Geometry
for Digital Media

Mehdi Asasian
asasianart96@gmail.com

This paper, in the domain of digital media, introduces the
theoretical basis of possibilistic art. It models the bases of visual
art in the atmosphere of possibilistic thought and the fuzzy
geometry by introducing meaningful forms and introduces a way
for recording and displaying emotional- behavioral responses of
artist in the visual- computational space. Finally, as a function of
presented concepts, the paper introduces a semi-algorithm for
meaningful deformation. This article, by representation of a
method based on the eastern thinking and a computational
thinking of the west, make a step in the way of eliminating the
theoretic and instrumental shortages of visual arts of Iran in the
grounds of computational arts.
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Feature Selection for Bleeding Detection in Capsule Endoscopy
Images using Genetic Algorithm

Zahra Amiri, Hamid Hassanpour, Azeddine beghdadi
zahra.amiri2006 @gmail.com

Wireless Capsule Endoscopy (WCE) is an advantageous tool for
diagnosing gastrointestinal disorders. It usually needs automated
analysis to detect abnormality because a large number of images
produce along WCE journey through the patient&#039;s digestive
tract. In this paper, a computer-aided method is proposed to
detect bleeding frames. Bleeding is the most common abnormality
in WCE images. This abnormality is distinguishable by its color
feature. So, in this method, at first different statistical features are
extracted from color channels in different color space. Then a
feature selection method is used to select a subset of the
appropriate features. The feature selection method is based on
genetic algorithm and multi-layer perceptron neural network. The
results show that the feature selection method increases the
detection accuracy and reduces the size of initial features set by
almost half. The achieved accuracy, recall and precision of the
proposed method are 97.58, 96.76 and 98.29, respectively.
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In-the-wild No-Reference Image Quality Assessment using Deep
Convolutional Neural Networks

Hatef Otroshi Shahreza, Arash Amini, Hamid Behroozi
h.otroshi@gmail.com

With the ever-growing portion of internet traffic associated with
multimedia data and the existence of multiple copies of the same
content in various forms, it has become vital to measure the
quality of the image and video files. In most cases, without access
to the original file, the quality shall be assessed solely based on
the available file. Specifically, the challenge of no-reference image
quality assessment (NR-IQA) is to predict a quality measure for
given images in a consistent manner with the human perception of
quality. Conventional NR-IQA methods try to fit certain distortion
models to a given image and quantify the quality. In practice,
however, an image is affected by a combination of multiple
distortion types. In this paper, we propose a deep convolutional
neural network (CNN) for in-the-wild (no specific distortion model)
NR-IQA challenge, which learns the quality measure without
classifying the distortion type. Unlike most methods which extract
features, the proposed CNN structure receives the full image as
the input and estimates the distribution of human opinion score
for the quality.
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Document Image Classification Using SqueezeNet Convolutional
Neural Network

Mohammad Hassanpour, Hamed Malek
muhammadl4aug@gmail.com

SqueezeNet networks perform well on image classification tasks,
achieving accuracies comparable to state of the art convolutional
neural networks. In this research we evaluate the performance of
SqueezeNet networks in document image classification, showing
that an Imagenet pretrained SqueezeNet achieves an accuracy of
approximately 75 percent over 10 classes on the Tobacco-3482
dataset, which is comparable to other state of the art
convolutional neural networks in terms of accuracy, while
containing at least 20 times less weights compared to them. We
then visualize saliency maps from the gradient of our networks
output to input, which shows that the network learns useful
representations from documents and is not overfitting on the
dataset itself.
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A Disturbance Activation Approach to Collision Avoidance
Autonomous Driving

Hossein Barghi Jond, Jan Plato$
hossein.barghi.jond@vsb.cz

A very challenging control task for operating autonomous vehicles
is to avoid collision with approaching pedestrians or vehicles while
tracking a reference trajectory. This paper proposes a Linear-
Quadratic Regulator (LQR)-based collision avoidance trajectory
tracking controller for an autonomous driving scenario. In this
approach, simply the control module activates a designed
disturbance when there is a collision situation. A proper design of
the disturbance causes the vehicle to prevent the collision and
safely maneuver on the road. The asymptotic stability of this
feedback LQR-based controller under an infinite horizon is shown.
Simulation experiments are carried out to illustrate the
performance of the proposed controller.
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Classification of Stenography using Convolutional Neural
Networks and Canny Edge Detection

Francis Jesmar Montalbo, Davood Pour Yousefian Barfeh
francismontalbo@yahoo.com

As technology continues to evolve, some traditional practices tend
to fade. Stenography is a practice of writing dictations in terms of
speed devised by Isaac Pitman. The said practice had been around
the early 19th century to address the slow phased transcription
process in court trials. However, such a method can diminish as
people tend to rely moreover upon recently developed advanced
technologies. This study aims to use Convolutional Neural
Networks and image processing techniques to preserve
stenography by allowing machines to recognize and use the said
writing practice in modern times. This research used 1500
common court stenography words and phrases as the core dataset
for training, validation, and testing. Application of canny edge
detection provides the detection of edges to provide a better
classification of stenographic writings. Results generated shows
that through Convolutional Neural Networks stenography writings
can be recognized even by the machines. Canny Edge Detection
highly supported the improvement of results by allowing the
model to focus more on the necessary features for better
classification accuracy. The researchers also determined future
enhancements and works that can contribute in the given
research.
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Time Series Forecasting for Issuance of Alien Employment
Permits by Nationality in the Philippines Using Holt-Winters
Method

Rico Santos, Davood Pour Yousefian Barfeh
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In today&#039;s competitive workforce environment, predicting
the issuance of alien employment permits at the collected data for
upcoming year is very important to ensuring that services are
available as well as enhancing customer satisfaction. It is possible
to predict the estimated number of permits issued to foreign
nationals by forecasting techniques. The aim of this study is to use
triple exponential smoothing to forecast alien employment
permits issued to foreign nationals. Triple exponential smoothing
(TES) is selected it is simple and has advantages when it comes to
adapting to changing trends and seasonal components. This study
used this forecasting method based on the lowest forecast error
values. Time series forecasting demand plot data shows
fluctuating demand over time. In this paper, using Microsoft Excel,
the Holt-Winters method was conducted using a statistical
technique. The performance has been evaluated based on
predictive accuracy and the analysis, Holt-Winters model provides
the best performance in terms of the lowest error factors. This
work may be a guide for Department of Labor and Employment-
Bureau of Labor in issuing permits and other researchers to
forecast business and service data.
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Data-driven Modelling of Engineering Systems with Small Data, a
Comparative Study of Artificial Intelligence Techniques
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Issam Bahadur, Musaab Zarog, Morteza Mohammadzaheri
ghodsi@squ.edu.om

Nowadays, engineering area witnesses two partly conflicting
realities:

1. Model-based design/optimisation/control are on rise [1], and
analytical and numerical models of many engineering systems
cannot serve the purpose satisfactorily. This leads to an ascending
demand for data-driven models, developed with experimental
data.

2. Experiments take time and cost. Hence, experimental data sets
are often limited. That is, engineers are more likely to deal with
small data, rather than big data [2].

Thus, developing accurate models with small data is an emerging
problem for engineers. Artificial intelligence (Al) provide major
tools to model intricate engineering systems with their input-
output data. The question is which Al method suits best to model
such systems with small data?

This paper reports and analysed development of several Al-based
models with small data. The purposes of the developed models
are (i) head estimation of electrical submersible pumps (ESPs)
lifting two-phase petroleum fluids, and (ii) selection of resistor in a
charge estimator of a smart actuator [2-6]. Fuzzy, multi-layer
perceptron (MLP), feedforward fully connected (FCC) network and
exact and efficient radial basis function network (RBFN) models
have been developed to perform tasks (i) and (ii).

This paper equitably compares different Al models with two real-
world engineering tasks with small number of experimental data.
Analysis of results provides a rigorous guideline to choose the best
Al modelling tool for engineering small data problems.
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Improvement of edge-tracking methods using Genetic algorithm
and Neural network

Sajjad ghazanfari shabankareh, saeid ghazanfari shabankareh
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One of the most basic and important operations in the field of
image processing is image extraction and detection. Edge
recognition is very important for image clarity and image
segmentation. The importance of edge detection is that the
human eye can recognizes the existence of different objects by
observing the edges. So it makes sense to do edge detection
before interpreting images in automated systems. Edges are
points in the image where the two pixels are two different values,
or two values very large in numerical value. It can be said that one
of the goals of edge reduction in data size in images is to preserve
the original structure and shape of the images. Editing has various
applications, including object recognition, segmentation and
image coding, in a variety of medical images. One of the problems
we encounter when editing images has noises. In this paper, a
combination of several standard edge-matching algorithms, neural
network and multi-objective genetic algorithm Non-Dominated
Sorting Genetic Algorithm (NSGA-Il) is used to edge detection. In
the proposed method, we give the standard multi-edge finder to a
forward propagating (FP) neural network as input. A multi-
objective genetic algorithm with Non-Dominated Sorting Genetic
Algorithm (NSGA-Il was used to select the number of edge
detectors to access the neural network and to select the most
accurate ones. The genetic algorithm selects the least accurate
number of edge detectors to enter the neural network. To
evaluate the proposed method, TP, TN, FP, FN criteria were used
to compare with other methods. Finally, by comparing the results
obtained on different images using existing methods and the
proposed method it is observed that the proposed method has
better accuracy in detecting the edge of noise images.

VY'Y



THE FIFTH IRANIAN CONFERENCE ON —
SIGNAL PROCESSING AND %
INTELEGENT SYSTEMS(ICSPIS 2019) P

Paper Code: 136

Advanced Encryption Standard-Cipher Blockchain Mode for File
Cryptography Stint Control

ethel Ramos, Davood Pour Yousefian Barfeh
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Protecting files is common goal of individual, specially having data
privacy on confidential and important files. Anyone may do illegal
or it could be hackers who is always there to attack it, without the
knowledge of the person on how to protect it from those illegal
intention where they can keep these hackers from prying their
eyes using a cryptographic system. This research focus on File
Cryptography Stint Control Software using Advance Encryption
Standard-Cipher Block Chain mode so outbreak will not infiltrate
the security in order to create a strong cryptographic system that
will accept the tract of its capabilities to different file types and
the capacity to convert the given files into ciphertext format and
back to its original form.

YYV¢



7 ol
\nA,U,Trmrvul/U;’,’Jt//f s I
. ; A

Paper Code: 105

Analysis of Rice Chalkiness Using Digital Image Processing

Davood Pour Yousefian Barfeh, Patrice Xandria Mari Delos Reyes,
Ma. Haziel Malijan, Favis Joseph Balinado, Myrna Coliat
Ricky Bustamante
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Rice grains with high percentage of chalk are prone to breakage
and making them undesirable that affects their market value.
Moreover, in relation to health issues; people who consume rice
with high chalkiness value are prone to type two diabetes since
chalk | the rice grain contains a lot of starch. This research
describes an algorithm for analyzing the chalkiness percentage of
different types of white rice variety using different image
processing techniques. The rice grains will be put in the black
background and scanned with 1200 dots per inch. The scanned
image will be converted into a grayscale image, the next step is
binarization of image using thresholding, the next phase is
morphological transformation; opening to remove the islands and
unnecessary parts. The result image for both the whole rice area
and chalk area will be a binary image in which all white pixels
present on the whole rice or chalk area that are desired pixels and
are counted to measure the chalkiness. Different types and classes
of rice grain varieties are considered in the study for getting the
chalkiness level. The results about accuracy of the system are
presented in details by different tables.
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Pixel-Based Scene Analysis in Robot Vision

Davood Pour Yousefian Barfeh, Patrice Xandria Mari Delos Reyes,
Mohammad-Reza Mirzaee, Hooman Esmailian Jessie Montalbo,
Ricky Bustamante
davoodpb@gmail.com

This study is in the area of image processing, particularly in the
field of color detection. In this work, the researchers propound
and implement a novel algorithm for color detection. The
researchers explain how the algorithm works in any type of scene
and finds the locality of any desirable color. The implementation
of the algorithm is in a simple robot-camera that is able to move
toward the desirable color vertically. As the algorithm of the
system plays with images of a video being captured on-time, the
robot works real-time. The algorithm of the robot takes some
advantage of partitioning of the frames and then considering all
pixels located at each partition to distinguish the locality of the
desirable color. The algorithm does not contain any time-
consuming method such as transformation related to computer
vision. This is why; the robot works fast. This study also explains all
computations regarding movement of the robot. The researchers
tested the robot regarding right movement and left movement
separately and found out different accuracy; 79.5% accuracy for
right movement and 89.7% accuracy for left movement.
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Skin Disease Detection Using Improved Bag of Features
Algorithm

Ma. Christina Navarro, Davood Pour Yousefian Barfeh
ma.christina.navarro@adamson.edu.ph

This study uses digital image processing to develop a model to
detect common skin diseases in the Philippines; acne and BOIL.
The researchers used different methods and technique such as;
improved bag of features algorithm, speeded up robust features
algorithm, interest point detection, Gaussian filtering and k-means
clustering. The overall accuracy rate of the system is 96% while
overall loss is (0.03), and the total average confidence rate of the
tests done with different test data in terms of detection and
classification is 98.48%. Moreover, the average precision/recall
rate of combined images for the two categories is 99%. In the
confusion matrix, Acne got the highest number of correct
predicted skin disease. On the other hand, BOIL got the lowest
number of correctly classified. Besides, Acne got the highest
precision result of 98%, while BOIL got a high precision result of
97%. In recall results, both models have the same percentage of
99%.
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